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A. Full Prompt

We provide the prompt used to generate our results, where we

replace the ACTION placeholder with the action we want to

generate. The prompt emphasizes dynamic motions, human

body realism, static camera and bright lighting. These are to

avoid static videos, body morphing, camera zooms and dark

lighting respectively. The prompt is as follows:

”An award winning documentary about a person AC-

TION. Energetically ACTION. Dynamic movement. Light

grey person. Realistic movement. Realistic motion. Realistic

human body. Wide angle shot showcasing the man, dynamic

movement, this video is incredibly detailed and high resolu-

tion, the uniform light is impressive, a masterpiece. Clear

illumination. Bright light. No dark light. Fixed camera. No

zoom in.”

B. Perceptual Study

We conduct a perceptual study to evaluate our method against

MDM [4]. A total of 30 users participated in the study and

gave consent for their data to be used for research purposes.

We include a screenshot of the user study interface 1.

B.1. List of Prompts

We list the prompts used in the perceptual study:

•”The person is taking cover and shooting”

•”The person is practicing with nunchaku”

•”The person is playing tennis

•”The person is practicing karate moves”

•”The person is taking cover”

•”The person is adjusting her glasses”

•”The person is stopping the traffic”

•”The person is diging a hole with a shovel”

•”The person is dancing disco fox”

•”The person is opening a door”

•”The person is tying her shoes”

•”The person is brushing her hair”

•”The person is mining with a pickaxe”

•”The person is smoking”

•”The person is getting ready to fight”

•”The person is bouncing a ball”

•”The person is practicing kickboxing”

C. Justification of the choice of VDMs

The results of our method are generated using two closed-

source models: RunwayML [2] and Kling AI [3]. While

we believe that academic research should publish code and

Figure 1. Perceptual Study Visualization. A screenshot of the

user study interface. The user is presented with a text prompt and

two methods to compare. Each method has two videos, one from

the front and one from the side. The user can play the videos and

compare them side by side. At the bottom of the page, the user has

to answer a set of questions.

models to ensure reproducibility, we chose to use these mod-

els due to their superior performance on our task. How-

ever, we want to emphasize that our method is agnostic to

the choice of VDMs and can be used with any model that

generates videos from text prompts, threfore, with the fast

pace of research in this area, we expect that our method can

be easily adapted to future models such as VideoJAM [1].

We show an example of the generated video obtained from

CogVideoX [5] in figure Fig. 2.

D. Ethical Considerations

We present a method for generating mesh animations from

text prompts by leveraging video diffusion models. As a

result, our approach inherits the ethical considerations as-

sociated with these models, particularly the potential for

generating deepfakes of people performing actions. How-

ever, since our method requires a 3D mesh as input— which

is costly and challenging to obtain for arbitrary individuals—



Figure 2. Example of a video generated with CogVideoX [5] condi-

tioned on the rendering of a mesh and the prompt ”The person is

running”.

we do not anticipate its use for creating deepfakes. Nev-

ertheless, we acknowledge the importance of considering

potential misuse and emphasize the need to raise awareness

of the broader ethical implications.

E. Additional Results

We provide additional results of our method in figures Figs. 3

and 4, and additional comparisons against MDM in fig-

ure Fig. 5.
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Figure 3. Additional qualitative results. Visualization of generated mesh animations with our method. Each row shows: the prompt, the

input mesh, and the generated mesh animations. For all generations, we visualize the mesh from the front and side views.
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Figure 4. Additional qualitative results. Visualization of generated mesh animations with our method. Each row shows: the prompt, the

input mesh, and the generated mesh animations. For all generations, we visualize the mesh from the front and side views.
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Figure 5. Additional comparisons with MDM [4]. We show two views (front and side) of the generated motions for multiple frames.
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